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Abstract— Queuing delay is an essential topic in the design
of quantum networks. This paper introduces a tractable model
for analyzing the queuing delay of quantum data, referred to as
quantum queuing delay (QQD). The model employs a dynamic
programming formalism and accounts for practical aspects such
as the finite memory size. Using this model, we develop a
cognitive-memory-based policy for memory management and
show that this policy can decrease the average queuing delay
exponentially with respect to memory size. Such a significant
reduction can be traced back to the use of entanglement,
a peculiar quantum phenomenon that has no classical coun-
terpart. Numerical results validate the theoretical analysis and
demonstrate the near-optimal performance of the developed
policy.

Index Terms— Quantum networks, queuing delay, teleporta-
tion, memory management.

I. INTRODUCTION

QUANTUM information processing systems have
the potential to create the next technological

revolution [1]–[3], enabling various applications such as
quantum communication [4]–[7], quantum sensing [8]–[10],
quantum computing [11]–[15], as well as next-generation
positioning, navigation, and timing [16]–[18].

While physical implementation of quantum networks is
advancing rapidly [19]–[22], little is known about the design
and analysis of operation strategies, beyond the physical layer,
that are essential for transmitting quantum information reliably
and efficiently. In particular, queuing delay of quantum data,
referred to as quantum queuing delay (QQD), is one of the
critical issues in transmission of information across quantum
networks. Compared to its classical counterpart, queuing delay
is even more important for quantum networks: the quantum
states interact with the environment and will lose a significant
amount of information if not delivered on time [23]–[25].
The difficulties of analyzing QQD are two-fold. First, there
is arguably no mathematical model that characterizes the
queuing node and the queuing process in quantum networks.
Such a model has to tally with the physical realizations (e.g.,
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the quantum channels and quantum operations) and practical
constraints (e.g., quantum memory size and quantum state life-
time). Second, quantum communication has its own peculiar
properties that have no classical counterparts. For example,
quantum communication may exploit quantum entanglement
[26]–[29], a phenomenon representing non-local interconnec-
tion among quantum objects. These peculiar properties make
the strategies designed for classical networks ill-suited for
quantum networks.

Existing work related to QQD can be divided into two
groups: queuing delay in classical networks and operation
design in quantum networks. There are myriad studies on
queuing delay in classical networks [30]–[32]. Although some
of the concepts such as queue length, Little’s theorem, block-
ing probability, and stability [33]–[35] may be borrowed for
studying quantum networks, the many methods tailored for the
classical queuing theory do not apply directly to QQD. On
the other hand, there are only a few studies on the operation
designs for quantum networks, proposing ad-hoc protocols and
verifying their performance via simulations. In [36], a decen-
tralized entanglement routing protocol is proposed to find the
shortest path in a quantum network using local knowledge of
quantum nodes. In [37], optimized entanglement routing pro-
tocols are developed based on dynamic programming. In [38],
link layer protocols are proposed for quantum networks and
their performance is evaluated via simulations. These studies
either maximize the quantum network throughput instead of
queuing delay or provide heuristic protocols without perfor-
mance guarantee.

The fundamental questions related to QQD are:
• how to develop a tractable quantum queuing model that

is consistent with the physical realizations and practical
constraints; and

• how to characterize and exploit the properties specific
to quantum nature for developing efficient policies that
minimize QQD.

The answers to these questions will enable us to minimize
QQD, which can further unleash the potential of quantum
networks.

The goals of this paper are to build a mathematical model
for characterizing QQD and to determine policies for control-
ling such a delay with performance guarantee. An essential
part in this model is teleportation [39], a celebrated technique
for sending quantum information from one node to another
using entanglement and classical communication. The new
technical idea in this paper is the introduction of dynamic
programming in the modeling of QQD [40]. Our view is
that quantum nature can bring new phenomena in the area
of queuing delay. We believe that QQD can be significantly
reduced by establishing entanglements and storing them in
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the entanglement memory before, instead of waiting until,
quantum data arrive. Specifically, entanglements can be seen
as resources that are reserved in the memory of a node, and
quantum data in the queue can be delivered via teleportation
using these resources instead of waiting for the transmission
time.

In this paper, we establish a mathematical formalism for
characterizing QQD and propose policies to significantly
reduce QQD. The key contributions of this paper are as
follows:
• we establish a tractable model for characterizing QQD

using dynamic programming;
• we determine the average queuing delay for the sce-

nario with one receiver and show that such delay can
decrease exponentially with respect to the memory size of
a node;

• we develop a cognitive-memory-based policy for mini-
mizing the average queue length in a general scenario
and show that it is optimal for the scenario with two
receivers; and

• we derive an upper bound for the average queue length
corresponding to the proposed cognitive-memory-based
policy. This bound implies that the average queuing delay
can decrease exponentially with respect to the memory
size of a node.

The remainder of the paper is organized as follows.
Section II presents the system model and introduces the
problem of minimizing queueing delay in quantum networks.
Section III presents the analysis for a scenario with one
receiver to gain insights into the quantum queuing systems.
Section IV presents the cognitive-memory-based policy, shows
that it is optimal for the scenario with two receivers, and
derives an upper bound of average queue length for the
general scenario. The performance of the proposed policies
is presented in Section V. Finally, the conclusions are drawn
in Section VI.

Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase letters,
respectively. For example, a random variable and its real-
ization are denoted by x and x; a random vector and its
realization are denoted by x and x; a random matrix and its
realization are denoted by X and X , respectively. Sets and ran-
dom sets are denoted by upright sans serif and calligraphic
font, respectively. For example, a random set and its realization
are denoted by X and X , respectively. The m-by-n matrix
of zeros (resp. ones) is denoted by 0m×n (resp. 1m×n);
when n = 1, the m-dimensional vector of zeros (resp. ones)
is simply denoted by 0m (resp. 1m). The m-by-m identity
matrix is denoted by Im: the subscript is removed when the
dimension of the matrix is clear from the context. The set of
positive integers is denoted by N

∗. The cardinality of a set S
is denoted by Card(S). The set {m,m+ 1, . . . , n} is denoted
by Km:n.

II. SYSTEM MODEL

This section presents the system model and introduces the
problem of minimizing queueing delay in quantum networks.

A. Quantum Node

We consider a quantum system composed of a quantum
node and a collection of receivers as illustrated in Fig. 1.
A quantum node is composed of an entanglement-generating
platform, an entanglement memory, and Nr quantum data
queues, where Nr is the number of receivers. Quantum data
are quantum states (e.g., the spin of an electron and the
polarization of a photon), and they arrive at the quantum node
according to a stochastic process.1 Each quantum datum is
associated with a destined receiver and is quantified by a qubit
(qubit). Next we describe each component in the quantum node
and present the protocol for transmitting quantum data to the
corresponding receiver.

Quantum Data Queue: Each quantum data queue is associ-
ated with a receiver. Quantum data are stored in the quantum
data queue after arrival. These data are assumed to be stored
perfectly for infinite time in the quantum data queue.

Entanglement-generating Platform: In practice, there are
multiple ways of generating entanglement, i.e., entangled qubit
pairs, between two nodes [41]–[43]. We focus on abstract
models and leave more detailed physics realizations for later.
We consider a platform for making attempts to generate
entangled qubit pairs between the node and a receiver. Such
attempts may fail due to imperfection in practical operations.
Note that the platform does not have the storing capability
and qubits are assumed to be collapsed in the next time slot
if stored at the platform.

Entanglement Memory: If the attempt of entanglement
generation succeeds, an entangled qubit pair will be shared
between the quantum node and a receiver, with one qubit at
the quantum node and the other at the receiver. The quantum
node will use this entangled qubit pair for teleportation imme-
diately or move half of the entangled qubit pair (i.e., the qubit
at the quantum node) to the entanglement memory for future
use [44]. Such half of the entangled qubit pair will be referred
to as entangled qubit in the rest of the paper. The entangled
qubit pairs are assumed to be stored perfectly for infinite time
in the entanglement memory.

Teleportation Protocol: The quantum node employs the tele-
portation protocol to transmit quantum data to a receiver [39].2

In teleportation, the quantum node performs Bell measure-
ments on the qubit to be transmitted, denoted as |ψ〉, as well
as its half of the entangled qubit pair; the measurement result
is then sent to the receiver, which will perform operations on
its half of the entangled qubit pair accordingly; the resulting
qubit at the receiver then becomes |ψ〉.

The teleportation protocol permits the quantum node to
transmit 1 qubit at the cost of sending 2 classical bits (cbits)

1These quantum data are either generated by the quantum node itself or are
sent to the quantum node by a collection of transmitters, which are not
illustrated in Fig. 1 explicitly. In the latter case, the quantum data are sent to
the node from transmitters via either direct transmission or teleportation; then
the quantum node needs to move the data to the corresponding data queues.

2The reason for employing teleportation rather direct transmission using
quantum channels are two folds. First, it is less challenging to establish
entanglement and perform teleportation using near-future quantum technolo-
gies compared to direct transmission, which requires entanglement involving
many qubits for quantum error correction coding. Second, as will be shown
in this paper, using teleportation results in much less QQD compared to direct
transmission.
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Fig. 1. An illustration of the quantum node and receivers. Quantum nodes are
composed of quantum data queues, platforms, and entanglement memories.
Purple, red, and blue circles represent qubits corresponding to Receiver 1,
2, 3, respectively. Hollow circles represent vacant spot in the entanglement
memory. Double green lines represent teleportation. Dashed lines represent
entangled qubit pairs. Black arrows represent the operation of moving qubits
from the platform to the entanglement memory.

and consuming 1 entangled qubit pair. In this paper, we
consider that classical communication resources are free since
in the foreseeable future, the communication capability of
classical information will be significantly larger than that of
quantum information. Therefore, the delay brought by the clas-
sical communication is negligible compared to QQD, and is
omitted in this paper. The bottleneck of quantum information
transmission then lies in the entanglement generation rate and
in the storage capability.

B. Dynamic Programming Formalism

We formulate the quantum data transmission at a quantum
node as a dynamic programming problem. Consider a dynamic
system with discrete time slots tn (n = 0, 1, 2, . . . ). Let s(n)

i

denote the number of qubits associated with Receiver i in
the system at the beginning of time slot tn. In particular,
s
(n)
i � 0 implies there are s(n)

i qubits in the ith data queue;
s
(n)
i < 0 implies there are −s(n)

i entangled qubits associated
with Receiver i in the memory.

Each time slot is divided into the following three phases.

1) Data arrival and entanglement generation: a(n)
i qubits

of quantum data associated with Receiver i arrive at the
node; meanwhile, the node makes an attempt to generate
entanglement in the platform with every receiver; b(n)

i

entangled qubit pairs associated with Receiver i are
successfully generated.

2) Teleportation: the node adopts teleportation to transmit
quantum data by consuming entangled qubit pairs. The
entangled qubits at the node are in the platform and
the entanglement memory. The entangled qubits in the
platform are given priority for serving as resources in
teleportation.

3) Entanglement storage: the remaining entangled qubits in
the platform are moved to the entanglement memory.

Note that in the third phase, if the entanglement memory
cannot accommodate all the entangled qubits in the platform,
the node has to discard some entangled qubits and move the
rest to the memory. The policy for discarding entangled qubits
in such a scenario is referred to as entanglement memory
management. Moreover, we consider that there is a physical
limit Qt for the number of quantum data corresponding to
a receiver, meaning that after the teleportation phase, if the
number of quantum data in the queue is greater than Qt,
the node has to discard the newly arrived quantum data. This
gives s(n)

i � Qt, ∀i, n.3

The number of entangled qubit pairs that are successfully
generated, i.e., b(n)

i , is known to the node before the control
decision u(n) is made. If this assumption does not hold (e.g.,
if the node and the receiver are far apart), one can create a
slightly different model, but the insights obtained in this paper
would still be valid.

With the background introduced above, the mathematical
model for quantum data transmission at a quantum node has
the form

x(n+1) = f(x(n), u(n),w(n)), n = 0, 1, 2, . . . (1)

where x(n), u(n),w(n) and f are described below.

• x(n): the state of the system, consisting of the number
of qubits at the beginning of time slot tn, as well as the
difference between the number of quantum data arriving
at the quantum node and the number of entangled qubit
pairs successfully generated during the first phase of the
time slot, i.e.,

x(n) =
[ (

s(n)
)T (

c(n)
)T
]T

in which

s(n) =
[
s
(n)
1 s

(n)
2 . . . s

(n)
Nr

]T

c(n) =
[
c
(n)
1 c

(n)
2 . . . c

(n)
Nr

]T

and c(n)
i = a

(n)
i − b

(n)
i .4

• u(n): the control policy at time slot n, i.e., the policy for
entanglement memory management. In particular, u(n) is
a function that maps x(n) into s(n+1) with the constraint
that

Nr∑
i=1

max{0,−s(n+1)
i } � M

where M denotes the capacity of the entanglement mem-
ory. Moreover, due to the upper bound for the number of
quantum data, we require that

s
(n+1)
i = Qt if s(n)

i + c
(n)
i > Qt . (2)

3If the discarded quantum data are required to be recovered, one can either
encode the quantum data with error correction coding techniques, or require
the retransmission of the quantum data. In the latter case, the transmitters need
to have knowledge about the quantum data so that the no-cloning theorem is
not violated.

4Note that due to the teleportation in the second phase, c
(n)
i is sufficient

for entanglement memory management.
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• w(n): the instantiation of the random vector that repre-
sents all the uncertainty in the system at time slot tn+1,
i.e., w(n) = c(n+1). The distribution of w(n) is assumed
known a priori. In particular, consider that a

(n)
i are

independent and identically distributed (i.i.d.) Bernoulli
random variables with parameter P{a(n)

i = 1} = pi

(independent over i and n) and that b
(n)
i are also i.i.d.

Bernoulli random variables with parameter P{b(n)
i =

1} = qi.5 The distribution of c
(n)
i is found to be

P{c(n)
i = k} =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − pi)qi if k = −1
piqi + (1 − pi)(1 − qi) if k = 0
pi(1 − qi) if k = +1
0 otherwise.

In the sequel, we assume that 0 < pi, qi < 1, i ∈ K1:Nr .
• f : a function that describes the system. Note that
u(n)(x(n)) = s(n+1) and w(n) = c(n+1); therefore, f
can be expressed as

f(x(n), u(n),w(n)) =
[ (
u(n)(x(n))

)T (
w(n)

)T
]T
.

This model is illustrated in Fig. 2. When n = 0, s(0)i = 0,
i ∈ K1:Nr , a

(0)
1 = 0, a(0)

2 = 1, a(0)
3 = 1, b(0)1 = 1, b(0)2 = 0,

b
(0)
3 = 1. Consequently, c(0)1 = −1, c(0)2 = 1, c(0)3 = 0. The

entangled qubit corresponding to Receiver 1 is moved to the
memory, which gives s(1)1 = −1. When n = 1, s(1)1 = −1,
s
(1)
2 = 1, s(1)3 = 0, a(1)

1 = 0, a(1)
2 = 1, a(1)

3 = 0, b(1)1 =
1, b(1)2 = 0, b(1)3 = 1. Consequently, c(1)1 = −1, c(1)2 = 1,
c
(1)
3 = −1. Note that in this case, there are three entangled

qubits in the memory and the platform after the teleportation
phase, and this is beyond the capacity of the memory. The
control policy in this case chooses to discard the entangled
qubit in the platform corresponding to Receiver 1, which gives
s
(2)
1 = −1 and s(2)3 = −1. When n = 2, s(2)1 = −1, s(2)2 = 2,
s
(2)
3 = −1, a(2)

i = 1, b(2)i = 0, i ∈ K1:Nr . Consequently,
c
(2)
i = 1, i ∈ K1:Nr . After the teleportation phase, there are

three qubits in the second data queue, which is beyond the
capacity of the data queue. The node has to discard one qubit,
which gives s(3)2 = 2.

The goal is to minimize the average delay of the quantum
queuing system. Due to the relationship between average delay
and average queue length shown by Little’s law [45], we aim at
designing the control policy u(n) for minimizing the expected
average queue length.6 In particular, let JL(x(1)) denote the

5As no large-scale quantum networks have been implemented, it is not
clear how to model the distribution of the quantum data arrival. In this paper,
motivated by classical networks, we consider that a

(n)
i follows the Bernoulli

distribution. The justification for b
(n)
i following a Bernoulli distribution will

be shown in the next subsection.
6Little’s law shows that the average queue length is the multiplication of the

average queuing delay and the effective arrival rate of quantum data. Later we
will see that the blocking probability is almost zero for the developed policies
and hence the effective arrival rate is almost a constant.

expected average queue length starting in the state x(1), i.e.,

JL(x(1)) := lim sup
N→∞

E

{
1
N

N∑
n=1

Nr∑
i=1

max
{

0, s(n)
i

}∣∣∣x(1)

}
.

(3)

C. Practical Implementation

We now consider one of the practical methods of entan-
glement generation and justify the Bernoulli distribution
assumption of b

(n)
i in the previous subsection. As mentioned

in [38], [46], Nitrogen-Vacancy (NV) platforms are available
for entanglement generation. There are three practical factors
that need to be considered as described below.

• Time for one entanglement attempt: consider that the dis-
tance between the quantum node and a receiver is about
25 kilometers (a typical distance between two neighbor-
ing European cities) [38]. The time for an attempt to
generate an entangled qubit pair between the node and
the receiver is about 145 μs, including photon emission,
electron readout, and the communication delay.

• Success probability for one entanglement attempt:
according to [38], the success probability for one entan-
glement attempt is about α×10−3, where α is a parameter
such that the fidelity of the entanglement is 1 − α.7 For
example, if the fidelity of the entanglement is required to
be 0.9, the success probability is about 10−4.

• Times for teleportation and entanglement storage: the
operation for teleportation in the transmitter’s side is
essentially a Bell-state measurement, which takes about
100 μs using an NV platform [46]; the time for moving
qubits to the memory or the queue is about 1040 μs.

Note that the times for teleportation and entanglement
storage are akin to the overhead in the classical communication
networks, whereas the time for the entanglement attempt is
akin to communication time. Moreover, the total time for
teleportation and entanglement storage is much larger than
that for one entanglement attempt. To improve entanglement
generation efficiency, multiple attempts of entanglement gen-
eration can be made in the first phase of a time slot. Suppose
there are 500 attempts in the first phase. Then the duration of
the phase is 7.25×104 μs, which is much larger than the time
of the second and third phase (about 1.1 × 103 μs). With the
mild assumption that the results of these attempts are i.i.d.,
the number of generated entanglements follows a binomial
distribution. If the success probability for one attempt is set
to be 10−4, corresponding to a fidelity value of 0.9 as shown
above, then

P{number of generated entanglements = k}⎧⎪⎨⎪⎩
= 0.9512 if k = 0
= 0.0476 if k = 1
≈ 0 if k > 1

7Fidelity is a real number in [0, 1] that characterizes the quality of
entanglement. Higher fidelity implies higher quality.
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Fig. 2. An illustration of dynamic programming formalism for Nr = 3, M = 2, Qt = 2. Purple, red, and blue circles represent qubits corresponding to
Receiver 1, 2, and 3, respectively. Hollow circles represent vacant spot in the receivers, platforms, data queues, and the entanglement memory. Double green
lines represent teleportation. Dashed lines represent entangled qubit pairs. Black arrows represent the operation of moving qubits from the platform to the
entanglement memory and the operation of discarding qubits.

which can be approximated as a Bernoulli distribution as the
probability of generating more than one entangled qubit pair is
lower than 1.2× 10−3. If the required fidelity value is higher
than 0.9, b

(n)
i can be approximated only better as a Bernoulli

random variable. This justifies the assumption that b
(n)
i follows

a Bernoulli distribution.

III. ONE-RECEIVER SCENARIO

We consider a simple scenario, where there is only one
receiver, i.e., Nr = 1, to gain insights into the quantum
queuing system.

Recall that the number of quantum data a
(n)
i and the number

of entangled qubits b
(n)
i are i.i.d. Bernoulli random variables.

In the presence of only one receiver, the subscript is dropped
in this section, e.g.,

P{a(n) = 1} = p P{b(n) = 1} = q . (4)

In the scenario with Nr = 1, the control u(n) is trivial: in
the third phase, the quantum node simply moves the remaining
entangled qubits in the platform to the entanglement memory
as long as the memory does not reach its full capacity,
i.e.,

u(n)
(
[ s(n) c(n) ]T

)
=

⎧⎪⎨⎪⎩
Qt if s(n) + c(n) > Qt

−M if s(n) + c(n) < −M
s(n) + c(n) otherwise.

Note that if there are multiple receivers, then determining
u(n) becomes challenging as it involves the allocation
of memory among different receivers. We next evaluate
the expected average queue length in the following
proposition.

Proposition 1: For Nr = 1, if p, q ∈ (0, 1), the expected
average queue length is

JL(x(1))=

⎧⎪⎪⎨⎪⎪⎩
αM

[
α− αQt+1 − (1 − α)Qtα

Qt+1
]

(1 − α)(1 − αQt+M+1)
if p �= q

Qt(Qt + 1)
2(Qt +M + 1)

if p = q

where

α =
p(1 − q)
q(1 − p)

.

Proof: Consider the evolution of s(n). The transition
probability from the state s(n) to the state s(n+1) is

P

{
s(n+1) = s(n+1)

∣∣s(n) = s(n)
}

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p(1 − q) if s(n+1) = s(n) + 1 and

s(n+1) � Qt

pq + (1 − q)(1 − p) if s(n+1) = s(n) and

s(n) ∈ K−M+1:Qt−1

q(1 − p) if s(n+1) = s(n) − 1 and

s(n+1) � −M
1 − p+ pq if s(n+1) = s(n) = −M
1 − q + pq if s(n+1) = s(n) = Qt .

Let π denote the stationary distribution of s(n), i.e.,

πi = limn→∞ P{s(n) = i|s(1) = s(1)}, i ∈ K−M :Qt .

The stationary distribution π satisfies the following properties:

π−M = (1 − p+ pq)π−M + q(1 − p)π−M+1

πi = (1 − q)pπi−1 + [ pq + (1 − p)(1 − q) ]πi

+ q(1 − p)πi+1, i ∈ K−M+1:Qt−1

πQt = (1 − q)pπQt−1 + (1 − q + pq)πQt .

Solving these equations gives

πi =

⎧⎪⎨⎪⎩
αi αM (1 − α)

1 − αQt+M+1
if p �= q

1
Qt +M + 1

if p = q

where i ∈ K−M :Qt . The expected average queue length is

JL(x(1)) =
Qt∑
i=1

i πi

which is the desired result after some calculation. �
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Fig. 3. Expected average queue length as a function of the memory size
M with Nr = 1 and Qt = 30. The parameter q is fixed as 0.05, whereas
different values of p are considered.

Fig. 3 shows the expected average queue length as a function
of M with Nr = 1 and Qt = 30. The parameter q is set
as 0.05 for consistency with the analysis in Section II-C.
The observations obtained from Fig. 3 are as follows. These
observations will also hold for other values of q.

• If p < q, i.e., α < 1, the expected average queue
length decreases exponentially as a function of M . This
is because for α < 1,

C1α
M � JL(x(1)) � C2α

M

where C1 =
[
α−αQt+1−(1−α)Qt α

Qt+1
]
/(1−α) and

C2 = C1/(1−αQt+1), and they do not rely on M . This
observation manifests the peculiar property of quantum
information transmission via teleportation: entanglement
can be built before the quantum data arrive so that the
delay can be significantly reduced. Note that the scenario
with α < 1 is common in practice since it is akin to the
case that the arrival rate is lower than the processing rate
in classical queuing problems.

• If p = q, the expected average queue length is approx-
imately inversely proportional as a function of M .
If p > q, the expected average queue length converges
to Qt (for sufficiently large Qt). These two scenarios
correspond to the uncommon case for which the arrival
rate is no less than the processing rate.

One can also verify that the “blocking probability,” i.e., the
probability that the quantum data are dropped because the
queue is full, is

P{blocking of quantum data}
= (1 − q) lim

n→∞ P{s(n) = Qt|s(1) = s(1)}

=

⎧⎪⎪⎨⎪⎪⎩
(1 − q)αQt+M (1 − α)

1 − αQt+M+1
if p �= q

1 − q

Qt +M + 1
if p = q .

It is straightforward to see that this probability is a decreasing
function of Qt, whereas the expected average queue length is

an increasing function of Qt. One may optimize over Qt to
achieve a desirable tradeoff between the blocking probability
and the expected average queue length.

Before finishing the analysis of single-receiver scenario,
we would like to discuss the scenario where the discarded
qubits are required for retransmission, referred to as retrans-
mission model. In this model, the assumption that a(n) are
i.i.d. may not hold. However, one can show that the expected
average queue length under the retransmission model is lower-
bounded by JL(x(1)) shown in Proposition 1 and upper-
bounded by

JL,retra(x(1)) =

⎧⎨⎩
αM+1

1 − α
if p �= q

∞ if p = q

where JL,retra(x(1)) is obtained by letting Qt go to infinity in
JL(x(1)). Note that if p < q, both JL(x(1)) and JL,retra(x(1))
decrease to zero exponentially with respect to the memory
size M ; hence, the expected average queue length under the
retransmission model also decreases to zero exponentially
with M .

IV. MULTIPLE-RECEIVER SCENARIO

In this section, we design the control policy u(n) forNr � 2.
Recall that u(n) is a function that maps x(n) into s(n+1).
We first consider the scenario where Nr = 2, and extend the
analysis to the scenario where Nr > 2.

A. The Two-Receiver Scenario

In this subsection, Nr = 2. Recall that s(n) represents the
numbers of qubits in the system at the beginning of the time
slot tn, and c(n) represents the difference between the numbers
of qubits arriving at the node and the numbers of entangled
qubit pairs generated in the first phase of the time slot tn. For
certain values of s(n) and c(n), the optimal control u(n) is
trivial: in the third phase, the quantum node simply moves the
remaining entangled qubits in the platform to the entanglement
memory as long as the memory does not reach its full capacity.
Specifically, recall that u(n)

(
[ s(n) c(n) ]T

)
= s(n+1) and

s
(n+1)
i = min{Qt, s

(n)
i + c

(n)
i } (5)

provided that

2∑
i=1

max
{
0,−(s(n)

i + c
(n)
i

)}
� M .

In addition, one can verify that (5) also holds if s(n)
j +c(n)

j � 0,
j = 1 or 2.

We now consider the scenarios where
2∑

i=1

max
{
0,−(s(n)

i + c
(n)
i

)}
> M (6)

s
(n)
i + c

(n)
i < 0 , i = 1, 2 . (7)

Note that in these scenarios, c(n)
i � 0 (i = 1, 2) since∑2

i=1 max{0,−s(n)
i } � M . The next theorem shows that the

optimal control is a threshold-based policy for these scenarios.
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Algorithm 1 Control for the Two-Receiver Scenario

Input: the current state (s(n)
1 , s

(n)
2 , c

(n)
1 , c

(n)
2 ), the threshold

T , the memory size M , the upper bound of the queue
length Qt

Output: the qubit number in the system s
(n+1)
1 , s

(n+1)
2 at the

next time slot
1: if s(n)

i + c
(n)
i � 0, i ∈ {1, 2} or

∑2
i=1 max

{
0,−(s(n)

i +

c
(n)
i

)}
� M then

2: // Control is trivial in these scenarios
3: for i = 1 : 2 do
4: s

(n+1)
i = min{Qt, s

(n)
i + c

(n)
i };

5: end for
6: else
7: // Entanglement memory management

s
(n+1)
1 =

{
s
(n)
1 + c

(n)
1 if s(n)

1 + c
(n)
1 � −T

−M − (
s
(n)
2 + c

(n)
2

)
otherwise

and

s
(n+1)
2 =

{
−M − (

s
(n)
1 + c

(n)
1

)
if s(n)

1 + c
(n)
1 � −T

s
(n)
2 + c

(n)
2 otherwise.

8: end if

Theorem 1: For Nr = 2, if (6) and (7) hold, there exists
T ∗ ∈ {0,−1,−2, . . . ,−M} such that the optimal control u∗

for minimizing the expected average queue length gives

s
(n+1)
1 =

{
s
(n)
1 + c

(n)
1 for s(n)

1 + c
(n)
1 � T ∗

−M − (
s
(n)
2 + c

(n)
2

)
otherwise

and

s
(n+1)
2 =

{
−M − (

s
(n)
1 + c

(n)
1

)
for s(n)

1 + c
(n)
1 � T ∗

s
(n)
2 + c

(n)
2 otherwise.

Proof: See Appendix A and therein Lemmas 1-4. �
Remark 1: Given a threshold T , we develop the cor-

responding control policy for Nr = 2, summarized in
Algorithm 1. One way to interpret the entanglement mem-
ory management in Algorithm 1 is as follows. We assign
M1 = T and M2 = M − T slots of memory budget to the
entangled qubit pairs corresponding to the Receivers 1 and 2,
respectively. When the budget of Receiver i is not used up,
the entangled qubits corresponding Receiver i have a higher
priority of using the memory: the entangled qubits are moved
to the memory, even at the cost of discarding the entangled
qubits corresponding to the other receiver if the memory is
full.

This structure of memory use is akin to the spectrum use
in cognitive radio. Consider two virtual sets of entanglement
memory slots, denoted as R1 and R2 with Card(R1) =
M1 and Card(R2) = M2. The entangled qubits associated
with Receiver i have a higher priority on the usage of the
memory set Ri, and we can exploit the memory set of the
other Receiver j as long as Rj is not full. In other words,
the entangled qubits associated with Receiver i are akin to the
primary user regarding the usage of Ri; and they are akin to

the secondary user regarding the usage of Rj . This idea is
referred to as the cognitive memory and can be used for the
policy design in general scenarios where Nr > 2.

Remark 2: Algorithm 1 requires the value of the threshold
T as input. It remains unclear how to determine the optimal
value threshold T ∗, but in the next subsection we will provide
an upper bound for the expected average queue length of
Algorithm 1 as a function of T , which can guide the choice
of T .

B. Harnessing Cognitive Memory

For the design of the control policy in the scenario with
Nr > 2, one can use the value iteration method or the policy
iteration method, which is commonly used for solving the
dynamic programming problem [47]. However, these methods
require computing the values of certain functions correspond-
ing to every state in the system in which the number of states
increases in the order of O(MNr). Therefore, these methods
become computationally unfavorable for large Nr.

Alternatively, inspired by the idea of cognitive memory,
we assign Mi slots of memory budget to the entangled qubits
corresponding to Receiver i, i ∈ K1:Nr , where

Mi ∈ N
∗, i ∈ Nr (8)

Nr∑
i=1

Mi � M. (9)

Similarly to Algorithm 1, we design control policies for
Nr > 2, summarized in Algorithm 2. The control policy based
on the output of Algorithm 2 is referred to as the cognitive-
memory-based policy. In particular, the threshold-based policy
for Nr = 2 can be viewed as a special case of the cognitive-
memory-based policy.

A subroutine in the line 12 of Algorithm 2 determines how
to discard the entangled qubits that use up their memory bud-
gets. Note that this subroutine can be designed heuristically.
Later in Section V, we will see that even a simple design
of the subroutine can achieve near-optimal performance. The
performance of Algorithm 2 relies on the subroutine. However,
we can provide an upper bound for the expected average queue
length regardless of the design of the subroutine.

Proposition 2: The expected average queue length achieved
by Algorithm 2 is upper bounded by

J(M1,M2, . . . ,MNr)

=
Nr∑
i=1

[
(1 − δpi,qi)

αMi

i

[
αi − αQt+1

i − (1 − αi)Qtα
Qt+1
i

]
(1 − αi)(1 − αQt+Mi+1

i )

+ δpi,qi

Qt(Qt + 1)
2(Qt +Mi)

]
(10)

where δx,y is the Kronecker delta function and

αi =
pi(1 − qi)
qi(1 − pi)

.

Proof: The set K1:Nr\D represents the set of receivers
whose corresponding entangled qubits use up the memory
budget. The subroutine in the line 12 aims to determine s(n+1)

i ,
i ∈ K1:Nr\D. From the way that D is generated, we have that
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Algorithm 2 Control for the Nr-Receiver Scenario

Input: the current state s(n)
i , c(n)

i , the budget Mi, the proba-
bilities pi and qi, i ∈ K1:Nr , the memory size M , and the
upper bound of the queue length Qt

Output: the qubit number in the system s
(n+1)
i , i ∈ K1:Nr at

the next time slot
1: Let D = ∅;
2: if

∑Nr
i=1 max

{
0,−(s(n)

i + c
(n)
i

)}
� M then

3: s
(n+1)
i = min{Qt, s

(n)
i + c

(n)
i };

4: else
5: for i = 1 : Nr do
6: if s(n)

i + c
(n)
i � −Mi then

7: s
(n+1)
i = min{Qt, s

(n)
i + c

(n)
i };

8: D → D ∪ {i};
9: end if

10: end for
11: if Card(D) �= Nr then
12: Call a subroutine to determine s(n+1)

j , j ∈ K1:Nr\D;
13: end if
14: end if

s
(n)
i = −Mi and c

(n)
i = −1, i ∈ K1:Nr\D. Consider a naive

algorithm that discards the entangled qubits corresponding to
Receiver i ∈ K1:Nr\D in the platform, i.e.,

s
(n+1)
i = −Mi, i ∈ K1:Nr\D .

This algorithm has the worst performance among all possible
designs of subroutines. Using this algorithm, the queuing
system is decomposed into Nr independent subsystems. Each
subsystem i has a memory size Mi and the corresponding
expected average queue length is derived in Proposition 1.
The total expected average queue length is then given by
Proposition 2. �

Next, consider the choice of Mi for minimizing the expected
average queue length. Since the expected average queue length
depends on the design of subroutine, we use the upper bound
J(M1,M2, . . . ,MNr) as the objective and formulate an opti-
mization problem as follows:

P : minimize
{Mi,i∈K1:Nr}

J(M1,M2, . . . ,MNr)

subject to (8) and (9) .

Note that P is an integer programming problem and
solving P may be computationally cumbersome.8 Therefore,
we relax the constraints (8) and (9) to Mi � 0, i ∈ Nr,
and

∑Nr
i=1Mi � M , respectively. The effect brought by

such relaxation becomes negligible for large M . Moreover,
we consider the scenarios where the following conditions hold:

pi < qi, i ∈ Nr (11)

αQt+Mi 
 1, i ∈ Nr . (12)

The condition (11) is consistent with the discussion in
Section III and the condition (12) is reasonable for achieving

8Note that optimization techniques have been used to solve problems on
quantum information science [48]–[51].

the low blocking probability shown in Section III. With
these two conditions, the objective function of P can be
approximated by

Nr∑
i=1

αMi

i

[
αi − αQt+1

i − (1 − αi)Qtα
Qt+1
i

]
1 − αi

.

Using this approximated term as the objective function
and the relaxation of the constraints on Mi from integers to
real numbers, we obtain the following relaxed optimization
problem:

PR : minimize
{Mi,i∈K1:Nr}

Nr∑
i=1

λiα
Mi

i

subject to Mi � 0, i ∈ Nr

Nr∑
i=1

Mi � M

where

λi =
αi − αQt+1

i − (1 − αi)Qtα
Qt+1
i

1 − αi
.

One can easily verify that λi � 0; moreover, the objective
function is convex and the constraints are linear. Therefore,
PR can be solved by standard convex programming. We next
show that, by checking the Karush-Kuhn-Tucker conditions,
we can obtain a closed-form solution for the problem PR

under some mild assumptions.
Proposition 3: For

μ := − exp
{

1∑Nr
i=1(1/ logαi)

[
M +

Nr∑
i=1

log (−λi logαi)
logαi

]}
� λi logαi, i ∈ K1:Nr

the optimal solution for PR is

M∗
i =

1
logαi

log
(

μ

λi logαi

)
.

Remark 3: The condition in Proposition 3 holds for a
large M . In such a scenario, the minimum of the objective
function is

μ

Nr∑
i=1

1
logαi

which decreases to zero exponentially as a function of M
and the exponent is 1/(

∑Nr
i=1 1/ logαi). This shows that for

Nr > 1, the delay can be significantly decreased with
entanglement built before the quantum data arrive. Such an
observation is consistent with the one shown in Section III,
where Nr = 1.

V. NUMERICAL RESULTS

This section illustrates the performance of the proposed
policies through numerical results. The probabilities are set
as qi = 0.05, i ∈ K1:Nr . Here qi is chosen according to the
analysis of the practical implementation in Section II-C.
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Fig. 4. Expected average queue length as a function of the memory size M
with Nr = 2.

A. Two-Receiver Scenario

We first evaluate the expected average queue length in
the scenario with two receivers. As an example, consider
p1 = 0.5 q1 and p2 = 0.6 q2. We compare the following four
policies.

• Value Iteration (Optimal): the policy obtained by value-
iteration [40], which is also the optimal policy.

• Threshold-based I: the policy shown in Algorithm 1, with
the optimal choice of the threshold T . The optimal choice
is obtained by evaluating the performance of all choices
of the threshold.

• Threshold-based II: the policy shown in Algorithm 1,
with the choice of threshold T by solving the problem P .

• Prioritized: the policy that gives priority to discarding the
entangled qubits of the receiver with a lower arrival rate
when the memory is full.

Note that the prioritized policy serves as a baseline. The upper
bound (10) for the threshold-based policy will also be shown
for evaluating the performance of the policies.

Fig. 4 shows the expected average queue length of the Value
Iteration policy, the Threshold-based policies, and the Priori-
tized policy, as well as the upper bound for the performance of
the threshold-based policy as a function of the memory size.
First, the curves associated with the Value Iteration policy,
the Threshold-based policies, and the upper bound demonstrate
exponential decrease as a function of the memory size M . This
observation is consistent with the analysis in Section IV-B and
further validates the insight into QQD: by building and storing
entanglement before the quantum data arrive, the queuing
delay can be significantly reduced and such reduction largely
relies on the memory size. Second, Threshold-based Policy I
achieves the same performance as the optimal policy. This
observation is consistent with Theorem 1, which shows that the
Value Iteration policy is threshold-based. Third, the benefit of
the Value Iteration and the Threshold-based policy is evident.
For example, the expected average queue length is 0.4143 for
the Prioritized policy when M = 14, whereas it is 0.0268
and 0.0268 for Threshold-based Policy I and Threshold-based

Fig. 5. Expected average queue length as a function of the memory size M
with Nr = 3.

Policy II, respectively. This corresponds to an average queue
length reduction of 93.5%. Fourth, the curve associated with
the upper bound is close to the one associated with the Value
Iteration policy, showing that the upper bound is tight.

B. Multi-Receiver Scenario

We next evaluate the expected average queue length in the
scenario with multiple receivers. In particular, we consider that
Nr = 3 and p1 = 0.3 q1, p2 = 0.35 q2, p3 = 0.4 q3.9 We
compare the following three policies.

• Value Iteration: the policy obtained by value-iteration
[40], which is also the optimal policy.

• Cognitive-memory-based: the policy shown in
Algorithm 2, with the choice of Mi by solving the
problem PR. The subroutine in Algorithm 2 gives
priority to discarding the entangled qubits of the receiver
with a lower arrival rate.

• Prioritized: the policy that gives priority to discarding the
entangled qubits of the receiver with a lower arrival rate
when the memory is full.

Note that the prioritized policy serves as a baseline. The upper
bound (10) will also be shown for evaluating the performance
of the policies.

Fig. 5 shows the expected average queue length of the
Value Iteration policy, the Cognitive-memory-based policy,
and the Prioritized policy, as well as the upper bound for
the performance of the Cognitive-memory-based policy as
a function of the memory size. First, the curves associated
with the Value Iteration policy, the Cognitive-memory-based
policy, and the upper bound demonstrate exponential decrease
as a function of the memory size M . Again, this observation
shows that the queuing delay can be significantly reduced
and such reduction largely relies on the memory size. Sec-
ond, the benefit of the Value Iteration and the Cognitive-
memory-based policy is evident. For example, the expected

9For large Nr, the optimal policy is computationally cumbersome as
mentioned in Section IV-B. Therefore, we choose a moderate value of Nr

in this section.

Authorized licensed use limited to: MIT Libraries. Downloaded on June 09,2020 at 20:54:45 UTC from IEEE Xplore.  Restrictions apply. 



614 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 38, NO. 3, MARCH 2020

Fig. 6. Blocking probability as a function of the memory size M
with Nr = 3.

average queue length is 0.7644 for the Prioritized policy when
M = 10, whereas it is 0.0738 and 0.0815 for the Value Itera-
tion policy and the Cognitive-memory-based policy, respec-
tively. This corresponds to expected average queue length
reductions of 90.4% and 89.3%, respectively. This observation
is consistent with the two-receiver scenario and Proposition 2.
Third, the curve associated with the upper bound is close to
the one associated with the Value Iteration policy, showing
that the upper bound is tight.

Next, we evaluate the blocking probability in the scenario
with multiple receivers. Recall that the blocking probability is
the probability that the quantum data are dropped because the
queue is full. Fig. 6 shows the blocking probability of the
Value Iteration policy, Cognitive-memory-based policy, and
the Prioritized policy as a function of the memory size. The
blocking probability converges to zero quickly a function of
the memory size M for all the policies. This is consistent with
the analysis in Section III and shows that almost none of the
quantum data are dropped in the considered scenario. Together
with Little’s law, this shows that the expected average queuing
delay is proportional to the expected average queue length,
which justifies the use of expected average queue length as
the objective function.

VI. CONCLUSION

In this paper, we introduce a formalism to analyze QQD.
The main methodologies used in this paper are dynamic pro-
gramming and stochastic processes. We develop a cognitive-
memory-based policy and show that this policy is optimal
for the scenario with two receivers. For a general scenario,
we derive an upper bound for the expected average queue
length achieved by the cognitive-memory-based policy. With
this upper bound, we show that the expected average queu-
ing delay can decrease exponentially with respect to the
memory size. The performance of the proposed policies are
evaluated in practical scenarios. Numerical results verify the
optimality/near-optimality of the policies and show that the
developed upper bound is tight.

A key insight is that, unlike classical queuing delay, QQD
can be significantly reduced by establishing entanglements
before the quantum data arrive. The exponential decrease of
QQD with respect to the memory size shows that a moderate
memory size suffices to achieve a near-zero QQD. The results
of this paper enable a deeper understanding of quantum
information science and pave the way of operation design in
quantum networks.

APPENDIX A
A PROOF OF THEOREM 1

The proof for Theorem 1 is organized in five steps.
Step 1 Connection to the Blackwell Optimal Policy:
We first introduce the β−discounted dynamic programming

problem in the context of quantum queuing system: Given an
initial state x(1) and β ∈ (0, 1), the aim is to find a policy
π = {u(0), u(1), . . . }, that minimizes the cost function

Jβ(x(1)) = lim sup
N→∞

E

{N−1∑
n=0

Nr∑
i=1

βn max{0, s(n)
i }

∣∣∣x(1)

}
subject to the system equation constraint (1).

The definition of Blackwell optimal policy is described
below.

Definition 1 ( [47], Chapter 4): A stationary policy μ is
said to be Blackwell optimal if it is simultaneously optimal for
all the β−discounted problems with β in an interval (β∗, 1),
where β∗ is some scalar with 0 < β∗ < 1.

Lemma 1 ( [47], Proposition 4.1.3): There exists a Black-
well optimal policy.

Lemma 2 ( [47], Proposition 4.1.7): A Blackwell policy is
optimal over all policies in the average cost problem.

Based on Lemma 1, we can consider a Blackwell optimal
policy u∗(n). Noting that the Blackwell optimal policy is
stationary, i.e., independent on the time index n, we can
drop the superscript (n) and write the optimal control as u∗.
By Definition 1 and Lemma 1, there exists β∗ ∈ (0, 1)
such that u∗ is optimal for β−discounted problems with
β ∈ (β∗, 1). We next show that either u∗ is threshold-based
control as stated in Theorem 1, or we can create threshold-
based control that is also a Blackwell optimal policy.

Step 2 Introduction of Some Notations:
Since Nr = 2, x(1) ∈ R

4. With a little abuse of notation,
we write Jβ as a function of four variables, i.e.,

Jβ(x) = Jβ(s1, s2, c1, c2) (13)

where x = [ s1, s2, c1, c2 ]T. We also introduce a function that
represents the future cost

J̃β(s1, s2)
:= E{Jβ(s1, s2, c1, c2)}
=

∑
c1,c2∈{−1,0,1}

P{c(1)
1 = c1, c

(1)
2 = c2} Jβ(s1, s2, c1, c2).

One can verify that

Jβ(s1, s2, c1, c2) = max{0, s1} + max{0, s2}
+ βJ̃β(u∗β(s1, s2, c1, c2))
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where u∗β denotes the optimal control policy for the
β-discounted problem.10

Step 3 Connection to the “convexity” of J̃β:
Note that for the β−discounted problem, for a state

[ s1, s2, c1, c2 ]T, if

Nr∑
i=1

max
{

0,−(si + ci)
}
> M

si + ci < 0 , i = 1, 2

the optimal control is

[s̃1, s̃2]T = argmin
[s̃1,s̃2]T∈F(s1,s2,c1,c2)

β E{Jβ(s̃1, s̃2, c1, c2)}

= argmin
[s̃1,s̃2]T∈F(s1,s2,c1,c2)

J̃β(s̃1, s̃2)

where F(s1, s2, c1, c2) is the feasible set, given by

F(s1, s2, c1, c2) :=
{
[x, y]T ∈ Z

2 : x � s1 + c1, y � s2 + c2

x+ y � −M}
.

Note that the feasible set has a physical meaning: a quantum
node can discard established entangled qubits, but cannot store
entangled qubits beyond the size of the entanglement memory.

In the remaining parts of the proof, we will show that J̃β

has the following property

2J̃β(s1, s2)� J̃β(s1+1, s2 − 1)+J̃β(s1 − 1, s2 + 1) (14)

provided that s1 � −1, s2 � −1, and s1 + s2 = −M .
The property (14) implies that J̃β(s1,−M − s1) is discretely
convex as a function of s1 for s1 ∈ K−M :0. One can easily
verify that if (14) holds, then either u∗β is threshold-based
control or there exists threshold-based control that achieves
the same performance as u∗β (the latter occurs only when

J̃β(s1,−M − s1) first decreases, stays constant, and then
increases as a function of s1 when s1 ∈ K−M :0).

We will prove a stronger claim than (14) as follows:
Lemma 3: There exists β∗ ∈ (0, 1) such that for

β ∈ (β∗, 1),

J̃β(s1, s2 − 1) − J̃β(s1 − 1, s2)

� J̃β(s1, s2 − 2) − J̃β(s1 − 1, s2 − 1) (15)

J̃β(s1 − 1, s2) − J̃β(s1, s2 − 1)

� J̃β(s1 − 2, s2) − J̃β(s1 − 1, s2 − 1) (16)

provided that s1 � 1, s2 � 1, and s1 and s2 are valid
numbers.11

If (15) and (16) hold, then adding these two equations gives

2J̃β(s1 − 1, s2 − 1) � J̃β(s1, s2 − 2) + J̃β(s1 − 2, s2)

for s1 � 1 and s2 � 1, which is stronger than (14).
Step 4 Value Iteration of Jβ and J̃β:

10Note that the optimal control policy for the β-discounted problem is
stationary and does not rely on the time index n. Similarly to (13), we write
u∗

β as a function of four variables with an output of two variables.
11In this paper, “valid numbers” are defined as numbers that lead to valid

state inputs for the function �Jβ .

We consider the value iteration of Jβ and J̃β . In particular,
consider

J
(0)
β (s1, s2, c1, c2) = max{0, s1} + max{0, s2}

and

J
(k+1)
β (s1, s2, c1, c2)
= max{0, s1} + max{0, s2}

+ β min
u(s1,s2,c1,c2)∈F(s1,s2,c1,c2)

E{J (k)
β (u(s1, s2, c1, c2), c1, c2)}

= max{0, s1} + max{0, s2}
+ β E{J (k)

β (uk(s1, s2, c1, c2), c1, c2)}
where uk denotes the policy that achieves the minimum in the
first equality. Correspondingly, consider

J̃
(0)
β (s1, s2) = E{J (0)

β (s1, s2, c1, c2)}
= max{0, s1} + max{0, s2} (17)

and

J̃
(k)
β (s1, s2) = E{J (k)

β (s1, s2, c1, c2)}.

One can verify that the function J̃
(k)
β has the following

iteration:

J̃
(k+1)
β (s1, s2) = max{0, s1} + max{0, s2}

+ β E

{
J̃

(k)
β

(
uk(s1, s2, c1, c2)

)}
.

Value iteration shows that limk→∞ J
(k)
β = Jβ [47]; conse-

quently, limk→∞ J̃
(k)
β = J̃β . Therefore, for proving Lemma 3,

it suffices to prove that for all k,

F (k)(s1, s2) � 0, s1 � Qt, s2 � 0
G(k)(s1, s2) � 0, s1 � 0, s2 � Qt

where

F (k)(s1, s2) :=
[
J̃

(k)
β (s1, s2 − 1) − J̃

(k)
β (s1 − 1, s2)

]
− [J̃ (k)

β (s1, s2 − 2) − J̃
(k)
β (s1 − 1, s2 − 1)

]
G(k)(s1, s2) :=

[
J̃

(k)
β (s1 − 1, s2) − J̃

(k)
β (s1, s2 − 1)

]
− [J̃ (k)

β (s1 − 2, s2) − J̃
(k)
β (s1 − 1, s2 − 1)

]
.

The proof will be shown in the next step.
Step 5 Induction Method to Prove Lemma 3:
We use the induction method to prove the following claims

simultaneously:
Lemma 4: For all k, the following inequalities hold:

F (k)(s1, s2) � 0, s1 � Qt, s2 � 0 (18)

H(k)(s1, s2) � 0, s1 � Qt, s2 � 0 (19)

G(k)(s1, s2) � 0, s1 � 0, s2 � Qt (20)

I(k)(s1, s2) � 0, s1 � 0, s2 � Qt (21)

F (k)(s1, s2) � η(k)
s2
, s1 � Qt, s2 � 1 (22)

H(k)(s1, s2) � η(k)
s2
, s1 � Qt, s2 � 1 (23)

G(k)(s1, s2) � ζ(k)
s1
, s1 � 1, s2 � Qt (24)

I(k)(s1, s2) � ζ(k)
s1
, s1 � 1, s2 � Qt (25)
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J̃
(k)
β (s1, s2) − J̃

(k)
β (s1, s2 − 1) � ν(k)

s2
, s1 � Qt, s2 � 1

(26)

J̃
(k)
β (s1, s2) − J̃

(k)
β (s1 − 1, s2) � υ(k)

s1
, s1 � 1, s2 � Qt

(27)

where

H(k)(s1, s2) :=
[
J̃

(k)
β (s1, s2 − 1) − J̃

(k)
β (s1, s2)

]
− [J̃ (k)

β (s1, s2 − 2) − J̃
(k)
β (s1, s2 − 1)

]
I(k)(s1, s2) :=

[
J̃

(k)
β (s1 − 1, s2) − J̃

(k)
β (s1, s2)

]
− [J̃ (k)

β (s1 − 2, s2) − J̃
(k)
β (s1 − 1, s2)

]
.

Moreover, η(k)
i and ν(k)

i are auxiliary sequences given by

η
(0)
i = η∗β(i), i ∈ K1:Qt

η
(k)
1 = −1 + β

[
p̃2 η

(k−1)
2 + (1 − p̃2 − q̃2) η

(k−1)
1

]
η
(k)
i = β

[
p̃2 η

(k−1)
i+1 + (1 − p̃2 − q̃2) η

(k−1)
i + q̃2 η

(k−1)
i−1

]
,

i ∈ K2:Qt−1

η
(k)
Qt

= β
[
p̃2 ν

(k−1)
Qt

+ (1 − p̃2 − q̃2) η
(k−1)
Qt

+ q̃2 η
(k−1)
Qt−1

]
and

ν
(0)
i = ν∗β(i), i ∈ K1:Qt

ν
(k)
1 = 1 + β

[
p̃2 ν

(k−1)
2 + (1 − p̃2) ν

(k−1)
1

]
ν

(k)
i = 1 + β

[
p̃2 ν

(k−1)
i+1 + (1 − p̃2 − q̃2) ν

(k−1)
i + q̃2 ν

(k−1)
i−1

]
,

i ∈ K2:Qt

where p̃2 = P{c(1)
2 = 1}, q̃2 = P{c(1)

2 = −1}; η∗β(i) and
ν∗β(i) are steady states of the system above, i.e., η∗β(i) =
limk→∞ η

(k)
i and ν∗β(i) = limk→∞ ν

(k)
i ;12 and ζ

(k)
i and υ

(k)
i

are obtained by replacing η, ν, p̃2, q̃2 with ζ, υ, p̃1, q̃1,
respectively.

Proof: See Appendix B. �
The completion of proving Lemma 4 finishes the proof of

Theorem 1.

APPENDIX B
A PROOF OF LEMMA 4

We first prove a lemma that will be used in the later proof.
Lemma 5: There exists β∗ such that for any β ∈ (β∗, 1)

η∗β(1) ∈ (−1, 0)
η∗β(i) > 0, i �= 0
ν∗β(i) > 0 .

Proof: Denote Qt ×Qt matrices A and B as follows:

A =

⎡⎢⎢⎢⎢⎢⎣
1 − p̃2 p̃2

q̃2 1 − p̃2 − q̃2 p̃2

q̃2 1 − p̃2 − q̃2 p̃2

. . .
q̃2 1 − p̃2 − q̃2

⎤⎥⎥⎥⎥⎥⎦
12The expressions of η∗

β(i) and ν∗
β(i) will be explicitly given in

Appendix B.

and

B = A − q̃2E1,1 .

Consider the vectors ν∗
β and η∗

β that represent steady states,
i.e., [ν∗

β ]i = ν∗β(i) and [η∗
β ]i = η∗β(i).

The steady states of ν(i)
k and ν(i)

k are given by

ν∗
β = (I − βA)−11

η∗
β = (I − βB)−1

(− e1 + βp̃2EQt,Qtν
∗
β

)
.

One can easily verify that I − βA and I − βB are invertible
for β ∈ (0, 1].

Note that for β = 1,

[ν∗
β ]i =

Qt∑
m=i

m−1∑
n=0

p̃n
2 q̃

m−1−n
2

p̃m
2

> 0 . (28)

Moreover, for β = 1,

[η∗
β ]i =

1∑Qt
m=1 p̃

m
2 q̃

Qt−m
2

(
−

Qt−1∑
m=i−1

p̃Qt−1−m
2 q̃m

2

+
∑Qt−1

m=0 p̃
m
2 q̃

Qt−1−m
2

p̃Qt−1
2

i−1∑
m=0

p̃Qt−1−m
2 q̃m

2

)
.

It is straightforward to verify that

[η∗
β ]

1
= 0 and [η∗

β ]
i
> 0, i > 1 . (29)

Moreover,

∂η∗

∂β

∣∣∣∣
β=1

= (I − B)−1Bη∗
β + p2(I − B)−1EQt,Qtν

∗
β

∣∣∣∣
β=1

.

Noticing that

(I − B)−1 =
∞∑

j=0

Bj

one can see that each element (I − B)−1 is positive. As a
consequence, one can easily derive that

∂[η∗]i
∂β

∣∣∣∣
β=1

> 0 . (30)

Combining (28), (29), and (30), together with the continuity of
η∗

β and ν∗
β as functions of β, we arrive at the desired results.

�
Lemma 6: The functions J̃

(k)
β (s1, ·) and J̃

(k)
β (·, s2) are

increasing functions for all valid s1 and s2.
The proof of such monotonicity is omitted due to space
constraints.

We now prove Lemma 4 by induction. The base case can be
easily verified with the initial values (17). We next consider
the induction step. Suppose (19) to (27) hold for the case k,
we next consider the case k+1. Note that adding (18) and (20)
as well as adding (22) and (24) give

2J̃ (k)
β (s1 − 1, s2 − 1)

� J̃
(k)
β (s1, s2 − 2) + J̃

(k)
β (s1 − 2, s2) (31)

for s1 � 1 and s2 � 1.
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Due to the space constraint, we only show the proof of (19)
for the case k + 1. The other cases can be proved similarly.

For (19), we first show that for c1, c2 ∈ {−1, 0, 1} and
s1 � Qt, s2 � 0,

2J̃ (k)
β

(
uk(s1, s2 − 1, c1, c2)

)
� J̃

(k)
β

(
uk(s1, s2 − 2, c1, c2)

)
+J̃ (k)

β

(
uk(s1, s2, c1, c2)

)
.

(32)

Note that max{0,−s1} + max{0,−(s2 − 2)} � M , we have
max{0,−(s1 + c1)} + max{0,−(s2 − 1 + c2)} � M + 1.

If max{0,−(s1 + c1)} + max{0,−(s2 − 1 + c2)} � M ,
then

J̃
(k)
β

(
uk(s1, s2 − 1, c1, c2)

)− J̃
(k)
β

(
uk(s1, s2, c1, c2)

)
= J̃

(k)
β (Qm, s2 − 1 + c2) − J̃

(k)
β (Qm, s2 + c2)

� min
{
J̃

(k)
β (Qm,max{s2 − 2 + c2,−M}),

J̃
(k)
β (s1+c1+1, s2+c2−2),

J̃
(k)
β (s1+c1, s2+c2−1)

}
− J̃

(k)
β (Qm, s2 − 1 + c2) (33)

= J̃
(k)
β

(
uk(s1, s2 − 2, c1, c2)

)−J̃ (k)
β

(
uk(s1, s2 − 1, c1, c2)

)
where Qm := min{Qt, s1 + c1}. The equalities are due to the
definition of uk and the assumption that max{0,−(s1+c1)}+
max{0,−(s2 − 1 + c2)} � M . The inequality can be verified
using (18) and (19) for the case k and Lemma 6. For example,
if J̃ (k)

β (s1 +c1+1, s2 +c2−2) achieves the minimum in (33),
then s1 + c1 + 1 � 0 and

J̃
(k)
β (Qm, s2 − 1 + c2) − J̃

(k)
β (Qm, s2 + c2)

= J̃
(k)
β (s1 + c1, s2 − 1 + c2) − J̃

(k)
β (s1 + c1, s2 + c2)

� J̃
(k)
β (s1 + c1 + 1, s2 − 1 + c2) − J̃

(k)
β (s1 + c1, s2 + c2)

� J̃
(k)
β (s1+c1+1, s2+c2 − 2)−J̃ (k)

β (s1 + c1, s2− 1 + c2)

= J̃
(k)
β (s1 + c1 + 1, s2 + c2 − 2) − J̃

(k)
β (Qm, s2 − 1 + c2)

where the first inequality is because of Lemma 6 and the sec-
ond inequality is because of (18). If the minimum in (33) is
achieved by other terms, the discussions are similar.

If max{0,−(s1 + c1)}+max{0,−(s2−1+ c2)} = M +1,
then c1 = −1 and s1 � 0. One can verify that −s1 > M .
As a consequence, then c2 = −1, s2 + c2 − 1 < 0, and

J̃
(k)
β (uk(s1, s2 − 1, c1, c2)) − J̃

(k)
β (uk(s1, s2, c1, c2))

� min
{
J̃

(k)
β (s1 − 1, s2 − 1),

J̃
(k)
β (s1, s2 − 2),

J̃
(k)
β (s1 + 1, s2 − 3)

}
− min

{
J̃

(k)
β (s1, s2 − 2), J̃ (k)

β (s1 − 1, s2 − 1)
}

= J̃
(k)
β

(
uk(s1, s2 − 2, c1, c2)

)− J̃
(k)
β

(
uk(s1, s2 − 1, c1, c2)

)
where the inequality can be verified by discussing all the cases
and using (31), (32), and (19) for the case k, as well as
Lemma 6. This proves (32).

We now prove (19).

H(k+1)(s1, s2)

=
[
J̃

(k+1)
β (s1, s2 − 1) − J̃

(k+1)
β (s1, s2)

]
−
[
J̃

(k+1)
β (s1, s2 − 2) − J̃

(k+1)
β (s1, s2 − 1)

]
= 2 max{0, s2 − 1} − max{0, s2} − max{0, s2 − 2}

+ 2E

{
J̃

(k)
β

(
uk(s1, s2 − 1, c1, c2)

)}
−E

{
J̃

(k)
β

(
uk(s1, s2 − 2, c1, c2)

)}
−E

{
J̃

(k)
β

(
uk(s1, s2, c1, c2)

)}
� β

∑
c1,c2∈{−1,0,+1}

P{c(1)
1 = c1, c

(1)
2 = c2}

×
[
J

(k)
β

(
uk(s1, s2 − 1, c1, c2)

)− J
(k)
β

(
uk(s1, s2, c1, c2)

)
− J

(k)
β

(
uk(s1, s2−2, c1, c2)

)
+J (k)

β

(
uk(s1, s2−1, c1, c2)

)]
� 0

where the inequality is due to 2 max{0, s2−1}−max{0, s2}−
max{0, s2 − 2} � 0 and (32). This proves (19) for the case
k + 1.
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